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1. More detailed qualitative results
For the training with mask version, qualitative results on

SceneFlow [3] are shown in Fig 1 and Fig 2. The qualitative
results on KITTI [1, 2] are shown in 3, including samples
from both training set and testing set.

When talking about the error when using fixed mean and
variance during training, one bad example is shown in Fig
4.

To try to obtain better results, we remove the masks,
and train the model from scratch. This time, the visual-
ized results are better, and are shown in Fig 5. But time
is limited, we cannot obtain the new qualitative results be-
fore deadline, so we represent some temporary qualitative
results (The model is still training, we show the training
samples prediction results).

2. Some thoughts
Through my exploring on the two stereo matching ap-

proaches, one traditional, one using deep neural network.
The traditional one requires much trials and errors, and it
is hard to outperform the deep approaches (according to
the leaderboards, the methods ranked higher are all CNN-
heavy, methods without using CNN’s ranks are larger than
10). However, the deep approach, based on my experience,
is very tricky, and requires great deep neural networking
tuning techniques. The model architectures are the same,
most details are the same, why the results are so different
is beyond me (currently, the training results of the training
without mask version seem still cannot reproduce the high
performance of the original paper).
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(a) Ground truth 1 (b) Masked prediction 1

(c) Original image 1 (d) Unmasked prediction 1

(e) Ground truth 2 (f) Masked prediction 2

(g) Original image 2 (h) Unmasked prediction 2

Figure 1. GC-Net qualitative results on SceneFLow, train with masks.
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(a) Ground truth 3 (b) Masked prediction 3

(c) Original image 3 (d) Unmasked prediction 3

Figure 2. GC-Net qualitative results on SceneFLow, train with masks. Continued.

3



(a) Perform on training set, ground truth 1 (b) Perform on training set, masked prediction 1

(c) Perform on training set, original image 1 (d) Perform on training set, masked prediction 1

(e) Perform on training set, ground truth 2 (f) Perform on training set, masked prediction 2

(g) Perform on training set, original image 2 (h) Perform on training set, masked prediction 2

(i) Perform on test set, original image 1 (j) perform on test set, prediction 1

(k) Perform on test set, original image 2 (l) Perform on test set, prediction 2

Figure 3. GC-Net qualitative results on KITTI, train with masks.
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(a) Train with mask, bad when using fixed mean/var, original image

(b) Train with mask, bad when using fixed mean/var, groundtruth

(c) Train with mask, bad when using fixed mean/var, prediction

Figure 4. Bad example when fixing mean and variance on SceneFLow.
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(a) Original image 1 (b) Prediction 1

(c) Original image 2 (d) Prediction 2

Figure 5. GC-Net qualitative results on SceneFLow, train without masks, temporary prediction results.
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